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Abstract. We present an incremental approach to cluster assignment
which predicts the response variables for a set of instances based upon
those assigned to instances that are near it in latent topic space. The
method uses a novel combination of supervised clustering and unsuper-
vised clustering to reduce the number of labeled instances needed for
accurate classification. In experiments on the political blog corpus we
find that predicting response variables based on unsupervised clustering
and supervised labeling of a limited number of instances results in per-
formance competitive with that produced by supervised labeling for all
instances.

1 Introduction

The user’s effectiveness in navigating the exceptional amount of available infor-
mation is largely dependent on how that information is organized. The more
intuitive, extensive, and customizable the organization method, the easier it is
to find the information of interest within the information set as a whole. The
challenge of information navigation and organization is two fold: (i) the desired
information is small relative to the total information, a “needle in a haystack”
and (ii) the vast majority of information is unlabeled.

In modern information retrieval and knowledge management systems the
most common methods used to address these challenges are:

1. keyword search, where the organization is dependent on the similarity be-
tween keyword terms and document terms (and meta-terms, especially in
the case of non-text)

2. graph based authority measures, normally various forms of spectral ranking
[9] algorithms based upon a citation graph measuring centrality and relat-
edness (e.g. HITS [5] and PageRank [7])

3. categorization or clustering, in which we assign topics to documents or as-
sociate latent topics with documents

Hybrid systems are often built which use weighted combinations of these meth-
ods, e.g. relational topic models [4]. In this paper we will address clustering
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methods, which fall into the third category. From a machine learning perspec-
tive clustering can be viewed on a spectrum from unsupervised through semi-
supervised to supervised learning.

When we have no labeled documents the task is fully unsupervised and a form
of clustering. As we introduce more labelled documents the task is a hybrid of
clustering and classification. With labeled documents we can break our task
down into a first step of clustering, and a second step of classification given the
clusters in which labeled documents appear. When all documents are labelled
we can build a model using supervised methods and use this to predict the class
of new documents.

We design a method of cluster based labeling such that as the number of la-
beled documents increases the accuracy of the labeling of unlabeled documents
also increases. This makes it especially applicable to active learning scenarios in
which the user can provide additional information to the system or the system
can request that the user provide additional information. We compare our clus-
ter labeling method with a classification method that does not take clusters into
account. We find that our method has comparable performance and, with a large
number of topics, outperforms. Although we have discussed the task as docu-
ment classification and clustering, the method is readily extendable to arbitrary
instances provided we can associate a latent topic model with them.

2 Related Work

There has been a significant amount of research in both active learning and
clustering. Active learning is the task of determining which instance to request
for labeling from a pool of unlabeled instances. Clustering is the task of finding
a latent structure which groups instances according to a similarity metric that
is useful for the domain at hand — instances within the same cluster should
generally be more similar to each other than to instances in other clusters. In
the case of text documents, topic models can be inferred from a document’s
words and clusters defined through a document’s most representative topic. We
will review these in turn with a focus on research related to our approach.

2.1 Active Learning

In their active learning approach, Tong and Koller view the set of labelled in-
stances as defining a version space which is a set of hyperplanes separating the
data in some induced feature space [8]. They then use support vector machines
(SVM) to find the largest hypersphere in version space whose surface in not
touching any of the hyperplanes of the labeled instances. Given this version
space, the optimal strategy is to choose new instances for labeling so as to max-
imally reduce the size of the version space. Tong and Koller prove that choosing
query points which half the version space accomplishes this. They present heuris-
tic methods that approximate halving the version space by using the instances’
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distances from their separating hyperplanes and the estimated changes to the
version space caused by labeling various instances.

Bordes et al. present a similar method in [3]. They note that naively choosing
the most misclassified example, called gradient selection, will give poor perfor-
mance on noisy data sets and suggest to choose the instance closest to the current
decision boundary, or the instance from a sample that is closest to the boundary,
respectively called active and auto-active sampling. They compare these with a
baseline that chooses random instances and show that, on noisy data, gradient
selection underperforms random selection while active and auto-active selection
outperform all other methods [3].

Often the data we are presented with has multiple views, or feature spaces.
For example, web pages and academic papers can be viewed as their text con-
tents or as their citation graphs. We define a contention point as an instance
on which each view predicts different labels. Similarly to [3], in [6] Muslea et al.
define an “aggressive” method appropriate for little and no noise situations and
a “conservative” method for high or unknown noise situations. To choose the
contention point for labeling in the aggressive strategy we choose the instance
for which the least confident hypothesis makes the most confidant prediction. In
the conservative strategy the instance on which the confidence of the hypothesis’
predictions disagree the least is chosen, this biases us towards ignoring outliers.
If we consider a hypothesis’ predictions as defining a decision boundary, the con-
servative method is analogous to choosing the instance with minimum margin
where margin in this case is the sum of the distance from the instance to each
decision boundary. (This differs from SVM in that we now have multiple decision
boundaries, whereas before we had a single boundary).

All of the above methods rely upon simple decision boundaries — a mini-
mal structuring of the data. The method we develop is based upon generating
a stronger structure for the data through topic modeling and then using this
structure to apply labeling techniques similar to the above. The methods above
can be used to determine how best to label clusters by helping us to decide which
cluster instances should be selected for labeling.

2.2 Topic Models for Labeling

Supervised latent Dirichlet allocation (sLDA), developed by Blei and McAuliffe,
extends latent Dirichlet allocation (LDA) [2] by adding accommodations for a
response variable. Figure 1 presents a graphical model of sLDA taken from [1].
For each document we observe the response variable Yd which is generated by a
generalized linear model (GLM) with parameters η, δ, and the latent topics Zd,n

for the n = 1 . . . N words in document d. Note that if we exclude the response
variable and its parameters we are left with the usual graphical model for LDA.

Using a GLM to model the response variable y allows us to model the variance
in y. By linking topics to both the response variable and document words (Wd,n

in the graphical model) topics split their explanatory power over both of these
random variables. After training we can use our model to predict the response
variable for a new document based on the variationally approximated posterior of
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latent variables, θ, and topic to word assignment frequencies, Zn [1]. Combining
sLDA and LDA provides a powerful method for semi-supervised learning and
label prediction; this is the approach we take.

Fig. 1: Graphical model of sLDA. α is a Dirichlet parameter for the topic mixing
proportion θd which generates the topics Zd,n through a multinomial distribu-
tion. Zd,n, η, and δ generate the response variable Yd through a GLM. Topics
Zd,n and parameter βk generate each of the N words Wd,n for document d.
Shaded nodes represent observed variables. Taken from Blei and McAuliffe [1].

3 Method

We are given a corpus X = {d1, . . . , dn} formed by a set of documents di where
for each di we have:

di =
{
〈wi,1, . . . , wi,m〉, {ci,1, . . . , ci,l}

}
(1)

which is a tuple containing an ordered multi-set of words (or terms) and a set
of categories where l � m. We assume all di ∈ X have at least one category
and we say di,c = ∅ when a document has no categories, i.e. it is unlabeled.
We further assume that our corpus is a subset of a larger corpus, X ∗, which
contains documents that we do not have the category listings for. Formally, we
assume X ⊂ X ∗, and let X = X ∗ \ X , where di ∈ X → di,c = ∅. Our goal is
to determine the categories of the documents in X given the documents in X .
Ideally we desire a method that produces better than random performance in
the case X = ∅ and better performance as n, the number of documents in X —
i.e. cardinality of X — increases.

We can view this as a semi-supervised learning problem1 where we have a
set of labeled data X and desire labels for the unlabeled set X . We assume there

1 Excepting the case X = ∅, where it is an unsupervised learning problem.
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are a set of latent topics such that the probability documents share categories is
inversly proportional to their distance in topic space.

3.1 Placing Documents in Topic Space

To create a latent topic space for documents we use a latent clustering algo-
rithm. In this implementation we will use latent Dirichlet Allocation. We define
a clustering operator, C, such that:

C(di) = [ti,1, . . . , ti,s] = ti (2)

where s is the number of latent topics and ti is a vector of topic probabilities
for document di which form a probability distribution such that:

∀tj ∈ ti[0 ≤ tj ≤ 1]∑
tj∈ti

tj = 1

We can apply C to a corpus to obtain a matrix of topic probabilities T:

C(X ) = T =

t1...
tn

 (3)

where n is again the number of documents in X .

3.2 Clustering Topic Space

From the topic probabilities we can further derive specific categories for a docu-
ment by naively assigning each document to membership in the cluster denoted
by its topic of highest probability. We make a distinction between topics, which
are latent probability assignments, and clusters, which are binary membership
functions, i.e. they form a partition of the corpus into sets of documents. Using
clusters we partition our corpus X into a set of clusters, such that for each clus-
ter, Xj , di ∈ Xj iff j = argmaxk ti,k. Although we lose a significant amount of
information through this approach it greatly reduces the complexity of labeling
a new document. We now need to only consider what the label of the cluster the
document would be in is, and not the labels of all the clusters and their varying
likelihoods.

3.3 Labeling Clusters

The range of methods for labeling clusters can be divided into (i) global methods
that rely on all the documents in the cluster, (ii) global methods that weight
documents based on cluster centrality, and (iii) local methods based upon only
the central document, or documents above some centrality threshold. Consider
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a corpus X that we have partitioned into a set of clusters {Xi}. Now, consider a
cluster Xj ∈ {Xi}, which consists of documents for which we have topic vectors
and term frequency vectors. The topic vectors are based on all documents in the
corpus and to retrieve more discriminative topics we can execute C(Xj) which
returns a set of topics relative to only the documents in the cluster.

We then consider corpus topic space, cluster topic space, or term space as
metric spaces based upon the document vectors in these spaces. We calculate the
center of the subspace formed by the documents in Xj and we label the center of
this space t̄j . We then calculate the centrality of a document i as a scalar using
the inner product:

centrality = t̄j · ti. (4)

We can express all the above labeling methods by weighting the contributions
of documents given their inner product with the cluster subspace’s center.

3.4 Clustered LDA Algorithm

The algorithm we use combines LDA and sLDA to predict document labels from
supervised labels generated from only a subset of the unlabeled documents. This
algorithm has two primary use cases:

1. reducing computational cost
2. improving accuracy by pooling instances with related features

The first case holds when the cost of running sLDA prediction on the whole test
set is greater than that of running LDA, cluster assignment, and sLDA only once
for each cluster center. The second case is domain and optimization parameter
dependent; it is more likely to be applicable with noisy data sets. In this case
the method will improve the accuracy if the predicted response variable of the
cluster’s most central document is accurate and the correct response variables
of intra-cluster documents are correlated.

We present the general cluster based classification algorithm below as Algo-
rithm 1. We begin by creating a supervised and unsupervised model from our
clustering algorithms given disjoint labeled data X and unlabeled data X , i.e.
X ∩ X = ∅. Then, from lines 6 to 11, we build a mapping, docForTopic, from
topics to representative documents.

On line 7 we use our unsupervised model to assign to td the topic that is
most representative of document d. Then, for each topic t, we find the set of
documents where this topic has the highest probability and assign the document
with the highest score, as defined by the function topicDocScore, to be the
representative document for this topic. As in Eq. 4, we define topicDocScore

as the inner product were t̄j holds the normalized word counts within cluster
j and t holds the normalized document word counts. These documents will be
responsible for the response variables assigned to all documents in their clusters.

Note that problems will arise if there is a topic that is not the most probable
amongst any of the documents. We handle this case on lines 13 through 17, where
any topics in our unsupervised model that don’t have a document assigned to
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Algorithm 1 General form for method using unsupervised clustering combined
with supervised clustering to choose response based on cluster center labels.

Require: clustering algorithm C, supervised clustering algorithm S
Require: labeled data X, unlabeled data X
1: // Create our supervised model Ψ
2: Ψ← S(X )
3: // Create our unsupervised model Π
4: Π← C(X )
5: // From Π build most likely documents for topics
6: docForTopic← ∅
7: t← maxTopics(Π,X )
8: for t ∈ t do
9: X t ← documents where t has highest probability

10: docForTopic(t)← argmaxd∈X t
topicDocScore(td, d,Π)

11: end for
12: // back-off in case we have any unrepresented topics
13: for t ∈ Πt do
14: if docForTopic(t) is null then
15: docForTopic(t)← argmaxd∈X topicDocScore(td, d,Π)
16: end if
17: end for
18: y← predict(Ψ, docForTopic)
19: for d ∈ X do
20: d∗ ← docForTopic(td)
21: yd ← yd∗

22: end for
23: return y

them are assigned the document with the highest score from all documents in
the corpus. We can view this as a sort of “back-off” model which uses a larger
pool of data when the restricted pool is not informative enough.

On line 18 we use the sLDA predict function to assign each representa-
tive document in docForTopic a response variable y based upon our supervised
model. Then on lines 19 through 22 we use these response variables to assign
the response variables for all other documents in the cluster. We stress that
this algorithm can be used with any specific clustering algorithms given one is
supervised and another is unsupervised.

4 Experiments

We apply our algorithm to the poliblog corpus under various settings. We
divide the corpus into training and test sets and generate an sLDA model from
the training set. As a baseline we use the sLDA predictor on the test set as a
whole, as opposed to our experiments, which use clustered prediction, as defined
by Algorithm 1, on the test set.



8 Peter Lubell-Doughtie

4.1 Data

We use the poliblog corpus of 773 political blogs where each blog has been
given an accompanying rating of either −100, liberal, or 100, conservative [1].
We use the ratings as response variables and take a portion of the blogs with
their ratings, denoting the labeled set X , and then take the remainder without
their ratings denoting the unlabeled set, X . The goal is to predict the rating of
the unlabeled blogs given the labeled blogs.

4.2 Evaluation

We use the mean squared error (MSE) to evaluate the results. Although this
can be seen as a binary assignment problem, the changing size of the test sets
makes the MSE more amenable to comparison than other loss functions, e.g. 0-1
loss. We note that the clustering prediction algorithm is a fundamentally weaker
algorithm than fully supervised prediction in that it makes the assumption that
ratings are strongly dependent on a document’s location in feature space. Given
this, we might not expect the clustering method to perform well.

4.3 Parameter Settings

We use sLDA and LDA with parameters α = η = 0.1 for the Dirichlet and
GLM distributions. We run LDA for 50 iterations and sLDA for 10 iterations of
expectation and 4 iterations of maximization. The number of topics is set to 10,
15, and 25 in different runs.

5 Results and Discussion

Varying the number of topics used in prediction results in different results as
more topics allow finer grained clusters and a greater number of documents to
be labeled by the sLDA algorithm. Below we refer to the ratings as predicted by
running sLDA prediction on all unlabeled documents as “predicted” and we refer
to the ratings as predicted using clustering with LDA and sLDA, as described in
Algorithm 1, as “clustered”. In Table 1 we present the MSE for the predicted and
clustered methods using 10, 15, and 25 topics. The number of training instances
is varied from 1 to 751 in increments of 25. The results are the same until greater
than 301 training instances are used, therefore results for less than 301 training
instances are excluded from the calculations.

Table 1 presents the mean and minimum MSE and the variance in MSE
taken over all sizes of training instances tested greater than or equal to 301.
The MSE has been scaled to the range [0,1], with 0 indicating no error. With 25
topics using the clustered method we have a mean MSE of 0.5717, which is below
the baseline predicted MSE of 0.5951. The MSE of the clustered method has a
variance of 0.4592, significantly higher than the 0.2717 variance of the baseline.
This is somewhat expected as the performance of the clustering is likely unstable
with respect to the number of training examples used.
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Table 1: Mean and minimum mean squared error (MSE), and the variance in
the MSE, for the baseline predicted method and the clustered method. MSE
has been scaled to [0, 1], lower MSE is better, no differences are statistically
significant.

Number Topics Experiment Mean MSE MSE Variance Min MSE

10 Predicted 0.6509 0.3289 0.09278
Clustered 0.6765 0.4283 0.1277

15 Predicted 0.6071 0.3452 0.2128
Clustered 0.6291 0.4118 0.4118

25 Predicted 0.5951 0.2717 0.1702
Clustered 0.5717 0.4592 0

Figure 2 presents a plot of the MSE for both the predicted and clustered
method given 25 topics (additional plots for the other topic sizes are presented
in the Appendix). We see that, generally, the clustered method is only able to
outperform the supervised baseline when there are a larger number of training
instances. We see a transition at around 550 training instances, after which
clustered outperforms. Interestingly, when the number of training instances is
very large, above 601, which is greater than 77 % of the total data size, the
clustering method significantly outperforms.

It is not clear exactly what causes this but it is likely a combination of
the advantages clustering has given a small amount of data to cluster and the
disadvantages of sLDA given a small amount of data to classify. In a sense, with a
large training and small test set, sLDA has less room for error because the effect
of a mistake in classification holds greater weight on the total error. Further, as
the test set gets smaller the clusters will become more representative in virtue
of their need to cover a smaller number of data points.

5.1 Varying the Number of Topics

In Table 1 we additionally present the results for 10 and 15 topics. With smaller
numbers of topics the predicted method outperforms the clustered method but
not significantly. We see that as the number of topics increases the performance
of both methods increases and the performance of the clustered method ver-
sus the predicted method improves. This is expected as more clusters imply
greater discriminating power, for both the clustered and predicted methods,
which translates into better use of labels and lower error. The variance is unsta-
ble but generally decreases for predicted and increases for clustered. The increase
in variance for a greater number of topics could be because more clusters means
a higher chance of being assigned to a different cluster as the size of the data set
changes.
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Fig. 2: Comparison of error for generated ratings for predicted and clustered
methods. 25 Topics are used in sLDA and LDA.

6 Conclusion

We have presented a “semi-supervised” algorithm for labeling instances which
leverages preexisting labels and clusters in the instance feature space. In applying
this algorithm to a corpus of political blogs that are judged as either conservative
or liberal our algorithm is able to outperform the judging prediction task when
compared against a baseline predictor using pure sLDA. Although these results
are not statistically significant they suggest our method may be a fruitful avenue
for additional research given extensions and improvements are developed.

A simple extension involves mixing and matching various supervised and
unsupervised clustering algorithms. A particularly nice feature of the method
we have presented is that it is independent of the clustering algorithms and
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can be combined with arbitrary or multiple clustering algorithms depending on
the proclivities of the data set. A principled method of correctly choosing the
appropriate clustering algorithms would test a set of algorithms on a held out
data set and choose the combination with the lowest error on the held out set.

Further interesting research involves testing the various alternatives to relying
upon the label of only the center document. When we use more documents as
representative of a cluster we will incur larger computational costs, it remains
to be seen whether this will be accompanied by worthwhile reductions in testing
error. Much work is still to be done combining multiple features of the data
sets. Specifically, in the case of documents with an concomitant citation graph,
relational topic modeling would be a more appropriate model for the data.
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Fig. 3: Comparison of error for generated ratings for predicted and clustered
methods. 10 Topics are used in sLDA and LDA.
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Fig. 4: Comparison of error for generated ratings for predicted and clustered
methods. 15 Topics are used in sLDA and LDA.


